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Participatory modeling is an important approach for solving complex geo-problems from a
comprehensive and holistic viewpoint, and it brings together stakeholders from multiple
disciplines to provide diverse resources, including modeling, data fields and computational
assets. Data configuration work (e.g., preparing appropriate input data for model execution,
connecting a model’s output to the input data of another model) is important for constructing
and executing a participatory modeling task. Most current data configuration methods
depend on the model integration logic, which presents a challenge when adding new
modeling resources into a model to dynamically create and execute new modeling tasks.
To support the construction of participatory modeling tasks in a web environment, this
article proposes a loosely integrated data configuration strategy for decoupling data con-
figuration work from the execution process of a participatory modeling task. A model
service controller is designed for model input/output (I/O) configuration, and a data service
controller is designed for data access configuration. These two controllers can help modelers
link the data I/O demands of a model-service with the appropriate data-services; thus,
different modeling instances can be dynamically joined to a participatory modeling task and
executed without reconstructing the original data configuration settings. A prototype
participatory modeling system is proposed to demonstrate the flexibility and feasibility of
the proposed method using an experimental modeling case. The results show that the
proposed data configuration strategy supports the integration of different model-services
based on the data dependency relationships and that the complexity and difficulty in
configuring data for a participatory modeling tasks in the web environment are minimized.

Keywords: data configuration; participatory modeling; model service; data service;
web environment

1. Introduction

Geo-analysis models are necessary tools for understanding various geo-processes and phe-
nomena of the earth’s environment (Ward, Murray, and Phinn 2000; Al-Sabhan, Mulligan, and
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Blackburn 2003; Selvam et al. 2014; Fonseca et al. 2014; Gutiérrez, Snell, and Bugmann 2016;
Shahparakia et al. 2017). With the advancement of Integrated Environmental Modeling (IEM)
studies, it is widely accepted that sharing and integrating different geo-analysis models can
help researchers solve complex geo-problems from a holistic and systemic viewpoint (Bastin
etal. 2013; Laniak et al. 2013; Zhang et al. 2016; Moore and Hughes 2017). A range of studies
about the integration of Geographic Information Science (GIS), Remote Sensing (RS), and
geo-analysis models have been conducted in various disciplines, such as terrain analysis (Xie,
Pearlstine, and Gawlik 2012; Deng et al. 2017), land use modeling (Rodrigues 2016; Omrani,
Tayyebi, Pijanowski 2017and Zhai et al. 2018), water resource analysis (Chen et al. 2014), and
GIS-based decision-making research (Nascimento et al. 2017; Cenci et al. 2018; Eisman,
Gebelein, and Breslin 2017). Among the efforts in IEM and related research, participatory
modeling is an important approach for addressing the dynamic complexities of geo-problems
(Voinov and Gaddis 2008; Langsdale et al. 2009; Addison, Bie, and Rumpff2015; Paolisso and
Trombley 2017).

Generally, participants engaged in a participatory modeling task play a range of
different roles, such as modeling scientist, decision-maker, policy-maker, and nonscien-
tist (Sandker, Campbell, and Suwarno 2008; Voinov and Bousquet 2010; Seidl 2015;
Videira, Antunes, and Santos 2017). The rapid development of Information Technology
(IT) has promoted a trend in participatory modeling that involves models being con-
structed and conducted in a web environment to help participants from different places
provide various modeling-resources (e.g., model resources, data resources, computational
resources) as reusable web services. By constructing a web-based participatory modeling
task, participants can collaboratively work together to solve geo-problems by integrating
these modeling-resources (Mustajoki, Hdmaéldinen, and Marttunen 2004; Voinov et al.
2016). In this article, participants in a web-based participatory modeling task are
regarded as both modeling-resource providers and geo-problem solvers.

The ability to achieve participatory modeling targets mainly relies on building a
software-based computational system to organize and integrate models, data, computers,
and expert elicitations (Argent 2004; Liu et al. 2008; Bergez et al. 2013; Belem and Saqalli
2017). When using such a computational system to accomplish participatory modeling
tasks, the input/output (I/O) data of an involved model are the main source for participants
to link the model with specific geo-problems or practical decision-making. In addition to
the important role that configuring the appropriate input data plays in a single model’s
execution, when integrating multiple models, the configuration of data transfer among
these models is also crucial, as one model’s input could be another model’s output. To
address the data configuration issue, current efforts in participatory modeling can be
categorized into two groups based on their software implementation method: centralized
data configuration methods and distributed data configuration methods.

Centralized data configuration methods are designed in studies of a centralized,
integrated modeling framework. Examples of integrated modeling frameworks include
the Earth System Modeling Framework (ESMF) (Hill et al. 2004), the Open Modeling
Interface (OpenMI) (Gregersen, Gijsbers, and Westen 2007), the European Union’s
Program for Integrated Earth System Modeling (PRISM) (Guilyardi, Budich, and
Valcke 2003), the Object Modeling System (OMS) (David et al. 2013) and a range of
other initiatives (Rao, Rubin, and Berkenpas 2004; Fischer et al. 2010; Welsh et al.
2013). Within this mode, models are wrapped as a range of different model components
and are executed in a standalone computational platform (Argent 2004; Laniak et al.
2013). A model component in an integrated modeling framework is regarded as a
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software module with specific calling and data I/O interfaces according to the specifics
of the modeling framework. Since model components within a certain integrated model-
ing framework are interdependent and somewhat fixed, different model components are
wrapped by the same data I/O interfaces so that data configuration is unified (David et al.
2013; Granell, Schade, and Ostldnder 2013). By utilizing a centralized modeling frame-
work, modelers can conveniently couple various model components. However, because
the data I/O interfaces of each model component tightly bind with the modeling frame-
work, heterogeneous models (with different data I/O modes) still have difficulty joining
the integrated modeling process (Peckham, Hutton, and Norris 2013; Whelan et al.
2014). The centralized characteristics also make it difficult for researchers from distrib-
uted areas to work together.

Distributed data configuration methods are most often designed in service-based model
sharing and integrated studies. Sharing and integrating models as distributed web services
can promote the accessibility of modeling-resources (Goodall, Robinson, and Castronova
2011; Nativi, Mazzetti, and Geller 2013; Li et al. 2017). Benefiting from the openness of the
World Wide Web, modelers from widely distributed areas can work together. Along with the
development of Service-Oriented Architecture (SOA) and geospatial information interopera-
tion technologies, many related studies are conducted for “converting models to reusable
model-services” (Wen et al. 2013; Zhao, Foerster, and Yue 2012; Santoro, Nativi, and
Mazzetti 2016; Wen et al. 2016). A prominent example is the Web Processing Service
(WPS) standard, which was developed by the Open Geospatial Consortium (OGC). Within a
WPS-based model-service, the I/O data for model execution are described using the
Extensible Markup Language (XML) (Lanig et al. 2008; Castronova, Goodall, and Elag
2013). Other Web Service Description Language (WSDL)-based studies have been con-
ducted for sharing models as services, such as the Community Surface Dynamic Modeling
System (CSDMS) (Peckham, Hutton, and Norris 2013; Jiang et al. 2017) and the Open
Geographic Modeling and Simulation project (OpenGMS) (Wang et al. 2018; Zhang et al.
2018; Chen et al. 2018). Both WPS-based and WSDL-based model-services employ XML as
the medium to help users understand the models’ I/O data demands. By chaining, orchestrat-
ing, or mediating different model-services, integrated modeling systems can be constructed
to help modelers solve complicated geo-problems (Meng, Bian, and Xie 2009; de Jesus et al.
2012; Giuliani et al. 2012; Sun, Yue, and Di 2012; Belete, Voinov, and Laniak 2017). In such
a web-based integrated modeling system, data configuration is conducted based on “upload-
ing data (or transferring data among servers) and then obtaining results.” However, the data
configuration processes among different model-services remain a problem. A model
involved in an integrated modeling task usually includes a series of computational steps,
which requires modelers to prepare all data in different steps and package them as a single
“model input” to drive model execution. This data configuration process limits the designed
participatory modeling tasks that are conducted in a static context, and different participants
cannot join the modeling process dynamically.

In summary, previous centralized and distributed data configuration methods treat the
execution of a participatory modeling task as a fixed workflow. Moreover, the model calling
(control flow) and data transmission (data flow) processes are tightly combined when
integrating model-services (Granell, Diaz, and Gould 2010; Zhang, Bu, and Yue 2017,
Herle and Blankenbach 2018). Thus, data configuration must be redone once the integration
logic is modified, especially when new participants join the modeling task and new models
and data are integrated. Targeting these problems, this article focuses on reducing the
difficulties in data configuration work when executing a web-based participatory modeling
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task. By separating the data flow from the control flow, an architectural strategy is presented
for data configuration. The proposed data configuration strategy reduces the difficulties of
using model-services and helps participants integrate multiple model-services and data-
services in a more dynamic manner.

Through this study, an alternative for data configuration is introduced as a
contribution to web-based participatory modeling studies. Existing data configuration
approaches have mainly focused on supporting the execution of a well-constructed
modeling solution; however, exploring and constructing a reasonable modeling solu-
tion were less considered. To solve a complex geo-problem, a modeling solution
generally requires several rounds of improvements and modifications based on com-
munication among participants. Previous modeling practices regard data configuration
as the static settings of models; thus, these settings are difficult to integrate with the
dynamic construction process of a participatory modeling task. By using the proposed
model service controller and data service controller, data configuration work can be
decoupled from the execution process of a participatory modeling task, which enables
modelers to work collaboratively in a more flexible manner.

2. Participatory modeling and data configuration based on web services

Participatory modeling brings stakeholders together for environment simulation and geo-
problem solving (Jonsson et al. 2007; Voinov and Gaddis 2008; Gray et al. 2012; Scheer et al.
2017). Along with the development of geographic modeling, there are various types of
participatory modeling. Some participatory modeling tasks focus on bringing together
scientists from a specific discipline to construct a complex model or build a decision-making
tool (Antunes 2006; Beall and Zeoli 2008; Robinson and Fuller 2017); some focus on
collecting knowledge from both scientists and nonscientists to help in building, evaluating
and improving a model (Jones et al. 2009; Falconi and Palmer 2017); and some focus on
collecting modeling resources to form a community-based modeling framework (Mendoza
and Prabhu 2005, 2006; Jankowski 2009). Although the modeling target and the implemen-
tation method differ among these studies, the underlying idea is knowledge sharing and
resource integration. This article focuses on web-based participatory modeling, which
collects service-based modeling resources in the web environment and conducts modeling
tasks by integrating different model-services and data-services. Participants in web-based
participatory modeling are model resource providers (provide models as executable model-
services), data resource providers (provide data as reusable data-services), computer
resource providers (provide computer resources across the web) and geo-problem-solving
participants (modelers from various disciplines, decision-makers, and the general public).
Based on the resources offered by providers, the model repository, data repository,
and computer repository are formed. In the web environment, models and data are
deployed on different computers as model-services and data-services, respectively. By
employing these modeling-resource repositories, geo-problem-solving participants
collaborate in defining modeling targets, collecting modeling-resources, constructing
the integration logic and conducting other related work. Through such collaborative
work, the constructed participatory modeling task is implemented by integrating
different model-services and data-services based on the scientific process. In this
article, a participatory modeling task is considered an integrated modeling scenario in
which information about the geographic environment (ranging from local to global
scales) is organized and modelers from various disciplines explore modeling targets
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and results from their perspectives. In this context, participants join a participatory
modeling task dynamically, and new model-services and data-services are added to a
participatory modeling task according to the demands of the participants.

The proposed data configuration strategy for participatory modeling involves two basic
modules to mediate the involved model-services and data-services: (1) a model service
controller for linking model-services with appropriate data-services and (2) a data service
controller for managing and searching appropriate data-services for each involved model-
service. These two controllers are used to create, integrate and organize different model-
service and data-service instances. The data transmission between a model-service and a
related data-service is conducted in a request—response mode. In contrast to the commonly
used “assign data for a model” mode, the proposed data configuration strategy is conducted
as follows: “a model execution instance requests data along with its computation process,
and appropriate data-services are searched in the modeling task to respond to such a data
request.” In a participatory modeling task, the request—response process is conducted along
with the execution of each involved model. By using the model service controller and the
data service controller, modelers can be more focused on configuring the data demands of
a model-service, and the required data-service is provided by other participants or gener-
ated by other model-services. Consequently, modelers can explore their modeling targets
within the participatory modeling task.

Figure 1 illustrates the basic process of data configuration when using the model
service controller and the data service controller in executing a modeling task. The
involved model-services and data-services form the corresponding model-service collec-
tion and data-service collection for constructing a modeling task. When driving a
modeling task to execution, the model service controller provides the data I/O config-
uration and the data service controller provides the data access configuration.

For the input data, when an execution step of a model-service requires certain data,
five steps are effected: (1) the request message is passed to the model service controller;
(2) the model service controller receives the request and notifies the data service
controller to prepare the corresponding data; (3) the data service controller checks
whether such data exist and returns the message that the requested message is accepted;
(4) the data service controller asks for the data from the data-service collection in a
modeling task asynchronously without blocking the execution process for the other
model execution instances; and (5) once the content of the required data-service is
ready, the data service controller notifies the model service controller, and the model
execution instance receives the location of the corresponding data-service.

For the output data, once the model execution generates the intermediate or final
results, two steps are effected: (1) result data are posted to the data I/O controller and the
data access controller is notified; and (2) data are registered into the collection as new
data-services that are accessible by other model-services.

The proposed data configuration strategy relies on the data I/O configuration and the
data access configuration. The data I/O and access configurations are handled on the
model and data side, respectively.

3. Design of the data configuration strategy
3.1. Data I/O configuration

A geo-analysis model can be regarded as a scientific logic-based executable program that
usually involves multiple execution steps. These steps are organized as data I/O states in
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the proposed method. The execution process consists of data I/O states (simple models
may contain only one data I/O state), and computation is implemented by switching from
one state to another. Each state contains corresponding data I/O events to transfer
information between the model and the model service controller. A data I/O event is
used to send or receive messages regarding a data request or a data response.
Consequently, there are two types of data I/O events: the request data event (which
requires data from the model service controller) and the response data event (which posts
data to the model service controller).

In Figure 2(a), two models from the TauDEM (Terrain Analysis Using Digital
Elevation Models) toolkit (http://hydrology.usu.edu/taudem/taudem5/) are employed to
introduce the state-based execution process. TauDEM is a suite of Digital Elevation
Model (DEM) tools for the extraction and analysis of hydrologic information from
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topography, as represented by a DEM, and it can be imported as a plugin to many GIS
platforms (e.g., ArcGIS, QGIS, MapWindow). For the DInfFlowDir model, which is
used to calculate flow directions based on the D-infinity flow method, two states exist:
the input data state (which contains one data I/O event that requires a pit-filled elevation
grid) and the output data state (which contains two data I/O events that post a D-infinity
flow direction grid and a D-infinity slope grid, respectively). For the AreaDInf model,
which is used to calculate a grid of a specific catchment area using the multiple flow
direction D-infinity approach, three states exist: the input data state (which contains one
data I/O event that requires a D-infinity flow direction grid), the controllable parameter
state (which contains three data I/O events that require outlets, a weight grid and an edge
contamination check flag, in series) and the output data state (which contains one data 1/
O event that posts a D-infinity specific catchment area grid).

The D-infinity flow direction grid generated by the DInfFlowDir model is used as the
input data for the AreaDInf model. These two data I/O events are not directly connected. All
data I/O events are processed by the model service controller, which is regarded as a web-
based mediator for configuring the data I/O events of all involved models. The model service
controller is constructed with (1) a web interface for the information transfer between model-
services, (2) a web interface for the information transfer between the data service controller
that manages all involved data-services, and (3) a “model execution instance collection” for
managing the data configuration requirements of each model execution instance separately
(Figure 2(b)). The model execution instance collection is constructed as a data I/O config-
uration document list, in which one document links to one model execution instance.

3.1.1. Data I/O configuration document for one model execution instance

In Figure 3, a sample data [/O configuration document for the AreaDInf model is
illustrated. XML is employed to organize the data I/O configuration documents in a
structured manner. There are four basic XML nodes in the document:

(1) The Instance node is the root node of the data I/O configuration document for one
model execution instance. The Instance node contains a series of State nodes to
represent the execution steps, and these execution steps are controlled by the model
itself. In the Instance node, id indicates the unique identifier of a model execution
instance, and name indicates the human-readable name to which this model execu-
tion instance relates.

(2) The State node indicates one execution step of the model execution instance. The
State node contains a series of Event nodes to represent the data I/O demands
within the corresponding execution step. In the State node, the name attribute is
employed to indicate the human-readable name information of this execution step.

(3) The Event node is used to describe every data /O demand in the model
execution instance. An Event node owns a single Data node to link detailed
data resources with the execution step. In the Event node, name indicates the
human-readable name information of this data I/O event; #ype indicates whether
the event is requesting input data or responding with output data.

(4) The Data node belongs to the parent Event node and is employed to represent the
data description information and configured data resources. The Data node
contains two attributes: the description attribute indicates how to understand
the corresponding data content and the content attribute indicates where the
reusable data resources can be accessed.
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Q’ ==
o = S\ o
DInfFlowDir Model | AreaDInf Model
Input data state Input data state
’ Pit Filled Elevation Grid | ez -{ D-Infinity Flow Direction Grid |
Output data state j Controllable parameter state
| D-Infinity Flow Direction Grid |- | Outlets |

| D-Infinity Slope Grid | ‘ Weight Grid |

‘ Check for Edge Contamination |

Output data state
‘ D-Infinity Specific Catchment Area Grid |

(a) State-based execution process

Model execution |
instance collection
Execution process of the

Model-service collection

PitRemove
model-service

AreaDInf model DInfFlowDir
Input data ] Information || model-service
state — T transfer e
; C%' eal
Controllable request Model
) |€ >|  service
arameter —— . N
P state "| response | controller '—> Data-service collection
switch <
L Output data | =— Information
= tansfer | DEM. Outlets
data-service  data-service

Weight grid ...
data-service  Data-service

(b) Design of the model service controller

Figure 2. Model service controller: (a) the structure of the state-based execution process using
TauDEM models as examples, (b) the basic design of a model service controller constructed with
two web interfaces for model-service collection and data-service collection, and a model execution
instance collection for managing integration.

The description attribute is a Unique Resource Link (URL) on the web. For example,
the DescribeProcess operation in a WPS-based model service provides an XML docu-
ment through a URL for describing its input and output data (Rautenbach, Coetzee,
and Iwaniak 2013; Li et al. 2017). Other service-oriented data description approaches
also describe a model’s related data in the URL-based manner (Yue et al. 2015, 2016).
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<Instance id="{BB3BD157-...A9BF3}" name=""AreaDInf"> —>| Instance l]

<Event name="Input D-Infinity flow direction grid" type="request'">
<Data description=""http://hydrology.usu.edu/taudem/taudem5/help53/DInfinityFlowDirections.htm1"
content=""{URL}/Value" />

</Event>

<Event name="1Input outlets" type="request">

<Data description="A grid giving contribution to flow for each cell..." content=""{URL}/Value" />
</Event>

:<Event name="Input weight grid" type="request'>

<Event name="Check for edge contamination" type="request">
i

E : <Data description="A flag indicating check for edge contamination..." content="{URL}/Value" />
i </Event>

</State>
State name=""Output data'">
<Event name="Output D-Infinity specific catchment area grid" type="response'>

'
Ve i o o S i ) ] o i kS o ) ] ) i i ~

Vot - . . s e ;
1 1 <Data description=""A grid of specific catchment area which is the contributing area per unit contour
E " length using the multiple flow direction D-infinity approach" content="{URL}/Value" />

i
i
:
i
:
:
:
i
i
i
:
i
|
:
:

! “Event> Data J
</State>
</Instance>

Figure 3. Structure of a typical data I/O configuration document; there are four basic XML
nodes: Instance, State, Event and Data node.

The description attribute is also filled as one descriptive string, supporting the under-
standing of the data demands of the other participants in the modeling task.

For the content attribute, either a URL or the detailed value can be filled. If the
related Event node is a request type, the content attribute is empty. The corresponding
model execution step is executed only if the modeling participants provide an accessible
URL or a rational value. The model service controller is responsible for checking the
accessibility and rationality of the input data. If the related Event node is the response
type, the model service controller generates one unique identifier for this output data; and
the data are provided as a reusable data-service based on the computer on which this
model execution instance is deployed.

3.1.2. Service-oriented method for wrapping data I/O events in a model

In the model service controller, data I/O configuration documents are generated for every
involved model execution instance and the data I/O events within a model execution
instance are handled according to the linked configuration document. To bridge the
intercommunication between a model execution instance and the model service control-
ler, the data I/O events of a model are wrapped based on the request—response structure.

The data I/O wrapping method is implemented using the IModelServiceContext
interface, which is designed with seven core functions and three auxiliary functions.
The core functions (i.e., Initialize, EnterState, RequestData, InvokeComputation,
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ResponseData, LeaveState, Finalize) describe the full execution process of a model, and
the auxiliary functions (i.e., PostMessage, PostWarning, PostError) support the transfer
of more detailed execution information between a model and the external applications.

Figure 4(a) illustrates the basic structure when using the IModelServiceContext
interface to wrap the data I/O of the AreaDInf model.

(1) Initialize is used at the beginning of the execution process to prepare to run a model,
such as by checking the memory capacity and loading dependent libraries. Once the

IModelServiceContext

Initialize > Prepare to run the AreaDInf model
( T+ Initialize() ‘I EnterState Start the Input data state
| | + EnterState() | RequestData Require the D-Infinity flow direction grid
1 | + RequestData() 1 LeaveState End the Input data state
| | + InvokeComputation()l
I | + ResponseData() 1 EnterStat
I | + LeaveState() : Rn er taDe A
S equestData
: | * Finalize()_ _ _ _ _ R . {Dat 1 Require the outlets, weight grid
+ PostMessage() eduestala and flag of edge-checking data
+ PostWarning() RequestData
+ PostError() LeaveState
InvokeComputation() +——> Call specific computation
EnterState Start the Output data state
ResponseData Post result data
LeaveState End the Input data state
Finalize t> Execution finished

(a) Core functions

IModelServiceContext Initialize
+ Initialize() Notify some message before EnterState
+ EnterState() Fosthisssage() request data
+ RequestData() . RequestData
+ InvokeComputation() . Notify whether the input
+ ResponseData() PostWarning() data are appropriate
# L.eav<.38tate() InvokeComputation
_+ Finalize() _ _ _ PostE Notify error information if
: +PostMessage() | ostEmor) e computation failed
! + PostWarning() I ResponseData
+ PostE ! i
(|t Post iro_r()_ . PosthMessage() No.tlfy some mes.sages when
finished a execution step LeaveState
PostMessage() ;
Notify some messages when
switching into a different | | -------
execution step L
Finalize

(b) Auxiliary functions

Figure 4. Functions in the IModelServiceContext interface: (a) the core functions using the
AreaDInf model as an example and (b) the auxiliary functions when wrapping the AreaDInf model.
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Initialize message is sent to the model service controller, the controller links the
model execution instance with a unique data I/O configuration document. This data
I/O configuration document is built when the execution instance is added to the
modeling task, and the configuration content is modified by participating modelers
based on the involved data-services.

EnterState is used at the beginning of an execution step to send a message that “a
specified execution step is starting” to the model service controller. The model
service controller finds the corresponding Event node in the configuration docu-
ment and returns the result indicating whether the input data are ready or not.
RequestData is used to require input data from the model service controller. The
data request message is routed to the data service controller from the model
service controller. Once the required data can be accessed, the service location of
the data resource is sent back to the model execution instance through the data
service controller and the model service controller.

InvokeComputation is used to conduct the specified model execution process.
The input data prepared by the RequestData function is used for computation.
ResponseData is used to post the result data to the model service controller. The
location of the result data is also transferred to the data service controller
allowing other models can reuse these data.

LeaveState is used when finishing the current execution step. The next execution
step can be executed after the LeaveState.

Finalize is used at the end of the execution process. The data I/O configuration
document is saved and uninstalled from the model service controller.

Through such a structured wrapping method, the execution process of a model can be
organized flexibly, and the data I/O operation of a model is handled in a decoupled manner.

To gain a better understanding of modeling objects and obtain better solutions for
geo-problems, the designed modeling task usually needs to be adjusted by modelers
based on the preliminary execution results. Modelers normally need to know detailed
running information about the modeling task (e.g., the value of the intermediate variable,
reason for the errors) so that they can make adjustments accordingly. Therefore, the
auxiliary functions in the IModelServiceContext interface are designed to satisfy such
demands. In Figure 4(b), a sample use of the auxiliary functions in implementing the
IModelServiceContext interface is illustrated.

(1

2

PostMessage is used to notify external applications of messages about the execu-
tion information of a model through the model service controller. For example, the
PostMessage function can be used before the RequestData function (the related
data resource provider can be aware of the usage) and after the ResponseData
function (other participants can be aware of the generation of new data).
PostWarning is used to notify external applications of warnings in the execution
process through the model service controller. Between the RequestData function
and the InvokeComputation function, the PostWarning function is used to tell
modelers if the input data are appropriate. For example, the input data are in a
vector data format (e.g., ESRI Shapefile), and there may be no projection
information within the input data. The InvokeComputation regards these data
with a default projection (e.g., WGS 84), and then, this warning information can
notify external applications using the PostWarning function.
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(3) PostError is used to notify external applications of errors that occurred in the
execution process through the model service controller. After the
InvokeComputation function, if the computation has not executed completely,
the PostError function is used to notify modelers of error-related information.

A range of technological approaches and strategies can be employed to implement
the IModelServiceContext interface. For legacy models, the data I/O redirection
approach, the dynamic library loading approach, and the external process calling
approach can be used. In addition, for models previously published in the WPS-based
or the WSDL-based service style, the web message redirection method can be used.

3.2. Data access configuration

In a participatory modeling task, the data configuration work must be considered from
both the model execution side and the data resources access side. The data service
controller is designed to access data resources. In the data service controller, each
involved data resource is assigned a data stub; the data stub is used to help participating
modelers handle the data requirement routed from the model service controller.

In Figure 5, the data stub strategy is illustrated. A data stub represents the content
information of a reusable data resource. The data service controller manages all involved
data resources (represented as data-services) in a modeling task as different data stubs. A
data I/O event of a model execution instance can be configured to link with a data stub in
the data service controller, and the requested data content underlying the data stub can be
retrieved by the corresponding data-service. By employing the XML-based structure,
data stubs are organized into a “data stub collection document.” In this document, the
DataCollection node is the root node that contains a range of DataStub nodes to indicate
all the related data resources.

For the DataStub node, the id attribute indicates the unique identifier of the corre-
sponding data resource and the name attribute indicates the human-readable name. There
are three child nodes in the DataStub node: the Description node (which represents the
description or explanation information of the contents of the data resource), the Request
node (which represents the web request method for the data resource), and the DataStatus
node (which represents whether the data resource can be accessed).

In the Description node, the value attribute is used to explain the data content through
an external URL or a descriptive string. This node employs the same description strategy
as the data I/O configuration document (as introduced in Section 3.1) so that a data I/O
event can be compared with a specified data stub.

The Request node is used to represent how to access the data resource underlying a
data stub via web requests. The REST (REpresentation State Transfer) specification is
employed to transfer data resources among participating computers. According to the
design of the REST specification, the baseUrl! attribute in the Request node indicates the
base location of a data resource as a hyperlink string. The Request node also contains a
collection of Parameter nodes, which are used to construct the full available data resource
URL combined with the content in the baseUr! attribute. The key attribute in the
Parameter node indicates the name of the query string in the related RESTful data-
service, and the description attribute is used to explain the query string.

In the DataStatus node, the type attribute indicates to which status the corresponding
data resource belongs. There are three typical types of data resource status: (1) the Initial
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Figure 5. Data stub strategy used in the data service controller; all data stubs are organized in an
XML-based document that is managed by the data service controller.

status indicates that the related data resource is not ready to be accessed (it is predefined
and required by certain participant modelers); (2) the Waiting status indicates that the
related data are dependent upon the computation results of a certain model execution
instance, and they are not ready to be accessed; and (3) the Ready status indicates that the
related data resource can be accessed and provided by certain participants (data resource
providers can offer their data resource as data-services in different styles, such as the
OGC WFS, WMS, and WCS specifications) or generated by a model execution instance.

3.2.1. Data input event configuration

When a model execution instance requests input data from the model service controller,
the request will be routed to the data service controller. The data service controller will
return the request result based on the linked data stubs. Based on the status of a data stub
(Initial, Waiting or Ready), a data input event in a model execution instance can be
handled for three different conditions.
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If the linked data stub for a model execution instance is in the Initial status, the data
service controller returns the result of “preparing data” to the model service controller
and to the corresponding execution instance. The computation process of the execution
instance is suspended until the required data are ready. As shown in Figure 6, a “demand
queue” is constructed in the data service controller, which is used to collect the request
demands (a request demand indicates the required data stub and the related execution
instance). The data service controller has a separate thread to iterate through the request
demands in the queue. Once the status of a data stub has been changed to Ready, the
message that contains this data stub will be sent to the model service controller and then
to the model execution instance. Based on the content in the received data stub, the
model execution instance can continue its computation process.

If the linked data stub for a model execution instance has the Waiting status, the data
service controller will return the request result “preparing data” to the model service
controller and the execution instance. The Waiting status means that the data resource
behind the data stub depends on the computation results of another model execution
instance. Similar to the working process illustrated in Figure 6, once the dependent data
are computed by the related model, the status of this data stub will be changed to the
Ready status. Then, the original model execution instance can continue its computation
process based on the data stub object received from the data service controller.

If the linked data stub of a model execution instance has the Ready status, the data
service controller will return the corresponding data stub directly to the model service
controller and the execution instance. The above conditions (i.e., Initial status and
Waiting status) can be converted to the Ready status. The status of a data service stub
can be changed to the Ready status either through resource sharing by data resource

Demand queue Data stub collection

______________________ Initial status Data stub Data stub Data stub

Data stub & or N W
__Execution instance ;| Waiting status

""""""""""" or
Ready status

Data stub Data stub Data stub

S
_____________________ >

______________________

1 —

i Execution instance

Pt —— : é %Eé_{ l%
1 1

T sesess l|

‘Separated hread u#
= FEom

Data service Model execution ~ Data resource
controller instance participants

Data stub Data stub Data stub

Figure 6. Basic process of the data input event configuration; demand queue indicates the
requirements of models, data stub collection indicates the data stubs in the modeling task, and
the data service controller links them in a separated thread.
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participants or the generation of other model execution instances; the latter is related to
the data output event configuration.

3.2.2. Data output event configuration

When a model execution instance responds with output data to the model service
controller, the response data notifies the data service controller, and the data service
controller then fills the content of the corresponding data stub. In a model execution
instance, if a computation step generates output data, the related data I/O event will be
fired, and the message will be sent to the data service controller. There are two
approaches for making the data content in a data output event a reusable data-service:
(1) publish in the data service controller and (2) publish in the computer where the model
execution instance runs.

For the first approach, the computation result is sent to the data service controller as a
web stream and the data service controller publishes it as a RESTful service. As shown in
Figure 7(a), the generated RESTful service’s URL is configured to fill the content of the
related data stub, and the original Waiting status of the data stub can be changed to the
Ready status.

For the second approach, as shown in Figure 7(b), the computation result is published
in the model-executing computer as a RESTful service and the URL of this RESTful

Send the Publish as a
computation RESTful
result pr service
controller :> service
Model-executing
computer Fill content for a

data stub

(a) Publishing in the data service controller

Publish as a Send a
RESTful data-service

service Data- URL Data service
: service controller

Fill content for a
data stub

Model-executing
computer

Data stub

(b) Publishing in the model executing computer

Figure 7. Two approaches for configuring a model output data to a data stub: (a) publish data as a
service in the data service controller and (b) publish data as a service in the computer where the
model is executed.
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service is sent to the data service controller. Additionally, the content of the related data
stub is filled with this RESTful URL.

Regarding the publishing method of a computation result as a RESTful service in the
data service controller or the model-executing computer, a data-service host is designed
to generate the URL of each data resource. In a data-service host, according to the
Request node in the data service stub collection document, the baseUrl attribute is
constructed based on the IP address (the data service controller or the dependent
model-executing computer). A request Parameter node is added to the Request node
that contains a unique ID for the corresponding result data. The designed data-service
host is in charge of parsing the request URL and returning the data.

4. Experiments

To demonstrate the capability and feasibility of the proposed data configuration strategy
for supporting the web-based participatory modeling task, a prototype system was built
and a modeling case was established under the web environment.

4.1. Prototype system for configuring data in a participatory modeling task

Figure 8 introduces the implementation architecture of the participatory modeling system. This
study employed Node.JS as the web service container for publishing data-services and model-
services. Node.JS is a lightweight and open-source server framework that uses the JavaScript
programming language to produce dynamic web applications. The cross-platform and asyn-
chronous feature allow models and data in various operating systems (e.g., Windows, Linux,
Mac OSX) to be published as services using Node.JS. Considering the service accessibility and
transfer efficiency, both the Hypertext Transfer Protocol (HTTP) and the Socket connection
method are used in the system designation. In the participatory modeling system, model-
services and data-services are shared as RESTful services by participants. The HTTP web
communication method was employed to publish a model-service and a data-service in the
Node.JS environment. Additionally, the service-oriented model wrapping interface was imple-
mented using the native C++ programming language, the Java programming language, and the
C# programming language. The model repository and data repository are organized and
managed by a MongoDB database system. Model providers can choose one of these technical
approaches to wrap their models as model-services.

The model service controller and the data service controller were implemented in the
Node.JS environment. For the model service controller, the data I/O configuration docu-
ment building and managing engine was developed within itself. Three web ports (listening
to messages from clients) were used to handle the web request-response message: (1) a
port for communicating with model execution instances, which uses the HTTP method to
receive and return messages from execution instances; (2) a port for communicating with
the data service controller, which uses the Socket method to maintain a long connection
between the model service controller and the data service controller; and (3) a port for
communicating with the participants who constructed the modeling task, which uses the
HTTP method to support the modelers conducting the data configuration work. Similarly,
the developed data service controller had three corresponding ports for communicating
with data-services, communicating with the model service controller and communicating
with the participants of the modeling task. In addition, the data service controller contained
a configuration engine for data stub collection.
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Figure 8. Basic architecture of the participatory modeling system; there are five components:
model service container, data service container, modeling task builder, model service controller and
data service controller.

In addition to the model service controller and the data service controller, to help
modelers construct a participatory modeling task more efficiently, we developed a model
service container, a data service container, and a modeling task builder. As shown in Figure 8,
the model service container can be used to publish various model-services and communicate
with the model service controller. The data service container can be used to publish data-
services and communicate with the data service controller. The modeling task builder was
designed and developed to discover available and appropriate model-services and data-
services. Modeling participants can dynamically join a modeling task built using the model-
ing task builder. The data I/O configuration and data access configuration tasks for each
model execution instance can also be conducted in the modeling task builder. Figure 9
presents snapshots of the prototype system. We developed Graphical User Interface (GUI)-
based web applications for the model service container, the data-service container, and the
modeling task builder. The data configuration functionalities of the model service controller
and the data service controller can be used through the modeling task builder.

4.2. Modeling case study

An experimental modeling case was conducted based on the proposed methods and the
implemented modeling system. The theme of the modeling case was terrain analysis and
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watershed management. A set of DEM analysis models (TauDEM) and the Soil and
Water Assessment Tool (SWAT) were wrapped and published as model-services in the
model service container.

The DEM analysis models can be used to compute various terrain characteristics and
analyze hydrological information, such as flow path extraction, flow direction computa-
tion, and watershed delineation. Table 1 presents some of the DEM analysis models
involved in the designed modeling case. Detailed information about these DEM analysis
models can be found on the TauDEM homepage (http://hydrology.usu.edu/taudem/tau
demS5/documentation.html).

As shown in Figure 10(a), in this modeling case, DEM analysis models are published
as model-services on computing servers, and these servers can connect to the model
service controller and the data service controller. Figure 10(b) illustrates the data-
dependent relationships among these models. The required DEM data, outlet data, and
other related data are also provided by participants as data-services. Modeling targets can
be achieved in this modeling case. As shown in Figure 10, one modeling target is
delineating the watersheds of the research region. We designed a modeling instance,
i.e., Watershed Delineation, based on the graphical web applications developed in the
prototype system. The corresponding data I/O configuration document and data service
stub collection document were built during the experiment. These two documents were
serialized and saved as reusable solutions in the modeling task builder. The data config-
uration results and the modeling results are shown in Figure 11.

In addition, another modeler participant tried to join the modeling task and create a
modeling instance (Hydrological Analysis) based on the SWAT model. A new SWAT
model-service was published in a specified model service container. One key input for the

Model Service Container - @ &

Data Service Container P

f
HEABAEAEEE]

I WY e
. Participated 8
==y modeler |

Figure 9. Prototype implementation of the participatory modeling system considering dynamical
data configuration: model service container (upper left) and data service container (upper right);
modeling task builder with data I/O configuration (bottom left) and modeling task builder with data
access configuration (bottom right).
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Table 1. Data input and output of the related DEM analysis models.

Model Brief description and main Input & Output data

PitRemove Description: Identifies all pits in the DEM and raises their elevation to
the level of the lowest pour point around their edge.
Input: Original DEM data.
Output: Filled DEM data.
DInfFlowDir Description: Assigns a flow direction based on the D-infinity flow
method using the steepest slope of a triangular facet.
Input: Filled DEM data.
Output: Slope data (D-infinity) and Flow direction data (D-infinity).
AreaDInf Description: Calculates a catchment area, which is the contributing area
per unit contour length, using the multiple flow direction D-infinity
approach.
Input: Flow direction data (D-infinity), Outlets data (points), and other
controllable parameters.
Output: Catchment area data (D-Infinity).
SlopeArea Description: Creates a grid of a slope area based on the slope and
specific catchment area grid input.
Input: Slope data (D-infinity), Catchment area data (D-Infinity), Slope
Exponent parameter, and Area Exponent parameter.
Output: Slope area data.
DS8FlowDir Description: Computes the flow direction based on the D8 method and
generates the slope data.
Input: Filled DEM data.
Output: Flow direction data (D8), slope data (D8).
DS8FlowPathExtremeUp Description: Evaluates the extreme (either maximum or minimum)
upslope value from an input grid based on the D8 flow model.
Input: Flow direction data (DS), slope area data, outlets data (points),
and other controllable parameters.
Output: Extreme upslope data.
Threshold Description: Operates on any grid and outputs an indicator (1,0) grid that
identifies the cells with input values > the threshold value.
Input: Extreme upslope data, threshold value, and mask data.
Output: Stream data.
AreaD§ Description: Calculates a grid of contributing areas using the single-
direction D8 flow model.
Input: Flow direction data (DS), outlets data (points), and other
controllable parameters.
Output: Contributing area data (DS).
StreamNet Description: Produces a vector network and watershed area from the
stream raster grid.
Input: Filled DEM data, flow direction data (D8), contributing area data
(D8), stream data, and other controllable parameters.
Output: Stream order data, network connectivity tree data, network
coordinates data, stream reach data, and watershed data.

SWAT model is the Hydrology Response Unit (HRU) data. To generate the HRU data,
required data can be found in the previous Watershed Delineation modeling results, such
as filled DEM data, watershed data, and stream order data. Based on the proposed data
configuration strategy, the existing Watershed Delineation configuration documents can be
reused. As shown in Figure 12, the data configuration of the Watershed Delineation
modeling instance was imported to the Hydrological Analysis modeling instance as
a “WatershedDelineation” module. According to the execution process introduced in
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Figure 10. Web architecture and data dependence relationship of the modeling case: (a) the web
architecture of the modeling case that consists of three computer nodes for executing models and
two computer nodes for the model service controller and the data service controller; (b) the data
dependence relationship of the modeling case.

Section 2, the previously constructed Watershed Delineation modeling instance can main-
tain its running state, and the later constructed Hydrological Analysis modeling instance
can be dynamically added to the running process of the modeling task.

4.3. Validation

Based on the above analysis, in the prototype system, the open-source Cesium (https://
cesiumjs.org/) and D3.js (https://d3js.org/) software are employed for visualizing the
data. As shown in Figure 13(a), the watershed delineation result is presented as polygons
in the Cesium virtual globe, while the result of the SWAT model is presented as a
histogram by D3.js.

To validate the modeling results, the MapWindow platform — a GIS application
system that can import TauDEM models and SWAT model as plugins — is employed to
conduct the modeling process with the same datasets. In the MapWindow platform, all
input data must be prepared on a single computer, and the involved computing steps need
to be operated by users manually. However, in the proposed prototype system, models
and data are published as reusable web services in distributed computer nodes; once the
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Figure 11. Watershed delineation model based on the prototype system; a rectangle indicates a
model, a circle indicates data, and an arrow indicates a relationship between a model-service and a
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Figure 12. Hydrological analysis model based on the prototype system, the
Watershed Delineation modeling instance is presented at the bottom as a standalone component
of the Hydrological Analysis modeling instance.

relationships among model-services and data-services are configured, the computing
process can be executed automatically. The modeling results can also be visualized
based on the MapWindow platform, as shown in Figure 13(b).

Based on the proposed data configuration strategy, the construction of a modeling
task in the prototype system can be mainly divided into two parts: the integration logic
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Figure 13. Partial computation results for the modeling case: (a) the visual effects in the
prototype system and (b) the visual effects in the MapWindow platform.

design part and the execution-oriented data configuration part. The two parts are loosely
decoupled and can be collaboratively undertaken by different participants. Data-services
and model-services involved in a modeling task can be dynamic modified, while the
model integration logic remains stable. Therefore, participants in a modeling task can
work together conveniently.

5. Conclusions and future research

An approach to configuring data in a participatory modeling task is described in this
article. Considering the collaborative characteristics of constructing a participatory
modeling task in a web environment, the proposed data configuration strategy decouples
the model execution process and the data transmission process using two controllers: the
model service controller (for data I/O configuration) and the data service controller (for
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data access configuration). By employing the proposed data configuration strategy, the
difficulties existing in the construction of a web-based participatory modeling task can be
reduced. The prototype system established in this study also presented the flexibility and
feasibility of the proposed data configuration strategy when exploring dynamic modeling
targets in a participatory modeling task.

The model service controller and the data service controller were designed as
middleware to decouple the model calling process and the data transmission process,
but this approach depends on web communication capabilities. All computer nodes that
publish model-services must be able to connect to the computer node that contains the
model service controller, and all computer nodes that publish data-services must be able
to connect to the computer node that contains the data service controller. The two
designed controllers must be connected to each other, and the modeling participants
also must be able to connect to the servers containing the two controllers. Based on this
web architecture, a modeling participant does not need to connect to the servers used to
publish model-services and data-services. Participants can access the modeling resources
in a modeling task through the two controllers. While we have designed the HTTP and
Socket method for transferring data and executing messages, more comprehensive web
communication strategies can be explored to improve efficiency and user convenience.

In addition, considering the synthetic characteristics of the earth environmental system
and the complexity of conducting participatory modeling tasks, further work on web-based
participatory modeling is needed, especially with regard to the following aspects.

(1) Regarding the integration of a model-service and its required data-services, a
request-response data transfer strategy was designed in this study. This strategy
makes a model-service the computation “center” and all other data resources are
transferred to it. However, data transfer can be time consuming due to network
transfer speed limitations. If the data-service and model-service are deployed on
the same compute node, the request—response data transfer strategy can be
implemented by setting the corresponding file path. Further investigation regard-
ing when the size of the required data is too large to be transferred from other
computer nodes is needed. This difficulty may be managed by transferring
model-services to the computer nodes that store data resources (Schaeffer
2008; Miiller, Bernard, and Brauner 2010, Miiller, Bernard, and Kadner 2013).

(2) The data configuration strategy proposed in this article uses the integration
(chaining) of model-services and data-services to support the modeling process.
The service chaining in this study is a simple and effective method that relies on
the data dependency relationships: the logical relationships among integrated
models are implicitly represented by the dependencies of the input and output
data. This approach is similar to the data provenance studies from the viewpoint
of web service chaining. However, data quality, data extent, ontology, metadata
and other information have not been considered in this study. The linkage
between a model-service and a data-service is determined and customized by
the modelers. Achievements made in data provenance studies, especially in
geospatial data provenance studies, can be integrated into this work. The pro-
posed data configuration strategy can be improved through more comprehensive
and structural descriptions of data-services, which can be found in other data
provenance studies (Sahoo, Sheth, and Henson 2008; Yue et al. 2011).
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(3) The integration of models in a participatory modeling task was considered from
the viewpoint of data dependency. There are also many other web-service-based
model integration methods that have been studied to support the solving of geo-
problems, such as the BPMN method, the uncertainty execution effect method, and
the Bayesian Network method (Diispohl, Frank, and D&ll 2012; Meek, Jackson,
and Leibovici 2016; Wang et al. 2016). The data configuration study needs further
improvement regarding its technical compatibility when employing these methods
in constructing a participatory modeling task. Additionally, the data demands of a
model and the content of a data-service are usually matched directly. More data
preprocessing and postprocessing work is also required in a modeling task. This
article focused on the model—data link configuration to support model execution,
and the data processing work is considered a model-service in the designed
prototype system. From the viewpoint of the participatory modeling work, data
processing, data recommendation, data transmission control and other data-related
demands should also be included in the data configuration study.
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